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Abstract

We use asymptotic analysis to study the diffusion limit of the Symbolic Implicit Monte-Carlo (SIMC) method for the
transport equation. For standard SIMC with piecewise constant basis functions, we demonstrate mathematically that
the solution converges to the solution of a wrong diffusion equation. Nevertheless a simple extension to piecewise linear
basis functions enables to obtain the correct solution. We present numerical examples which illustrate the analysis.
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction

—

Let us consider the following model transport equation for function (x, ﬁ) — u(x, Q):
é.ﬁu—l—otu::—;f%udé—l-Q, ()
u(x,f)):g7 xerl, Q-ii<0

for x in some bounded domain £ whose boundary is I" and Q is in the unit sphere %, (# = 7i(x) denotes the
exterior normal vector to I' at point x). Here g, is the absorption cross-section, g, the scattering cross-
section and o, = g, + g, the total cross-section, u the intensity.

This equation can be used as a model equation for neutron transport but we have in mind radiative
transfer applications. In this case the mean free path may be very small compared to some macroscopic
length scale. Following [4,10], it is then customary to introduce some small parameter ¢ and to scale
cross-sections as
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Ot
gy — Z7 Oy — &0y, Q - 8Q7 (2>

so that Eq. (1) becomes

Ot

- = o _ L -
Q.Vqu?uf(g aa)4n/¢2udQ+EQ. (3)

It is well known [5] that the limit of u at the zeroth order in ¢ is solution of
{—§~3¢m§u—|—adu:Q, @)
ulx, @) = % [o,0 212 HH(Q-7i)g(D), x€T,

where H(y) is Chandrasekhar’s function [11].

In this paper, we are interested in studying numerical schemes for system (1) which have the so-called
diffusion limit property, i.e. which gives a correct discretization of the diffusion equation (4) when the
scaling (2) is applied. A large amount of theoretical work has already been done to design deterministic
methods having the diffusion limit. Examples of such methods are the linear discontinuous finite element
method, the linear characteristic method and the SCB method [1,6,7]. They are able to treat, at the same
time, opaque and transparent regions. But they are still not widely used in three-dimensional problems
because of the number of cells involved in such calculations.

On the other end, Monte-Carlo methods are used in three dimensions for a long time because of their
simplicity and their ability to treat complex geometries. But an analysis of their behavior in optically thick
regions, i.e. when scaling (2) applies is still missing. Our goal is to apply the same kind of analysis that has
been performed for deterministic methods to a particular Monte-Carlo method: the Symbolic Monte-Carlo
method (SIMC) [3,9]. It consists in solving system

§~§u+atu76t¢ 5)
—054- fy ud@+ o ® =0,

which is equivalent to (1) (Wlth same boundary condition). In the SIMC method, after space discretization
the matrix which gives o, L[ g, U dQ, as a function of @ in the first equation of (5), is computed. Replacing
= f oy U dQ in the second equdtlon of (5) leads to a linear system whose solution is @. One can prove the
equlvalence for this model equation, of the collision probability method [2] and the SIMC method. But the
SIMC method is mostly used for photonics to solve

%—ks_iﬁu—f—atufat(b ()

YL ok [, udB o d = Q.

The second equation in (6) is the electronic energy equation where @ is the electronic temperature and y the

calorific capacity. This system takes a form analogous to (5) after discretizing 0®/0¢ implicitly in time
%—}—Q‘ﬁu—katu:at@, ™)
,alﬁ fyzudQJr (o +4)P = Q+y%.

Thus, all the conclusions we can draw from the study of the SIMC method for solving (5) can be also
applied for solving (7). In radiation hydrodynamics problems, because of the complexity of the geometries
which can change in time and the dependency in time of u, the coefficients of the matrix are approximated
by using a particle method. In contrast, the collision probability method is mostly used in the field of
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neutronics. The equation which is solved is generally the steady state neutronics equation. Thus, the cal-
culation of the probability of collisions can be performed analytically.

We are concerned with the behavior of the SIMC method in optically thick regions. In such a region,
only the particles which travel between cells contribute to the matrix. It follows that a large amount of
particles are necessary to yield meaningful results. The question which arises is? If the number of particles is
sufficient to compute the matrix accurately, does the linear system correspond to a consistent discretization
of the diffusion equation. In other words, do we solve the right equation in the opaque region? We prove in
this paper that the original method gives a wrong solution in those regions and we improve the SIMC
method to obtain a consistent discretization of the diffusion equation. The difficulty of obtaining the correct
diffusion behavior with a Monte-Carlo method has been known for a long time (see [8] for a recent con-
tribution): we present a rigorous analysis of this weakness.

The paper is organized as follows. In the next section, we describe the Symbolic Monte-Carlo method for
piecewise constant basis functions as it was first introduced in [3,9] and how it can be extended to more
general basis functions. Then, we perform an asymptotic analysis on the numerical schemes to study the
diffusion limit. Finally, we illustrate the theoretical results with numerical simulations for one- and two-
dimensional geometry and present some numerical issues.

2. Extension of SIMC

In this section, we recall the main features of SIMC and describe its extension to higher order elements.
For simplicity, we first assume that the incoming intensity g is zero.
Let u(x, Q) where x € Z and @ € %, be the solution of the transport equation:

é . ﬁu —+ ou = 0'1@, (8)
—osu+ 0P = Q,

where i(x) = (1/4n) |. o, u(x, Q) dQ. In the SIMC method, we generally look only for the integrated in-
tensity #: the angular variation of the solution of the transport equation is of little interest. Suppose the
domain & is discretized into N cells (7;),., y, and that we have defined basis functions (y/(x)), ,, for each
cell 7; such that

L
> ) =lier, 2@ (x) =0 forii.
=1

We can express @ as
=> i) )
il

We approximate (8) by the following system:

{flﬁu—katu—ot(ﬁ,

10
(—oi+0®—0Q,7)=0 Vie(1,N), VI e (1,L), (10)

where (,) is the scalar product in L?(Z), i.e. we look for a weak solution of system (8) in a discontinuous
finite element space. For simplicity, throughout the paper, we will use the same notation for the exact
solution u and the approximate solution. Thanks to the linearity of (10) with respect to @, the solution of
(10) can be expressed as
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u(x, @) =Y diuj(x,Q), (11)

il

-

where function u!(x, Q) is solution of
O .Uyl I _ !
Q Vg[ oW =0, ) (12)
ul(x,2) =0, xel, Q-7i<0.

The boundary condition is equivalent to u!(x, Ez) =0, xeTI;, Q-ii<0where I is the boundary of cell 7;.
Putting expansions Egs. (9), (11) into system (10) leads to

— —

Q- Vul + ou! = oy,
by —a)di = (Q.z) Vi€ (LN), ¥I'e (1,L), (13)
ul(x,Q) =0, xel, Q-i<0,

where we have denoted a’) = (a,iil, z0) and b1} = (ol 10).

The system (13) is solved in three steps. First, we look for solution of Egs. (12) for all indices (i, /).
Actually, because we do not look for a detailed description in angle of u/ but only for the integrated
quantlty a”,, a particle method is well appropriate (see below). Then knowing the matrices
o = (a” )1<11/<N1<ll’<L and %4 = (b”)1<”/<1v1<11'<p we solve the linear system whose unknowns are ¢!

> (bl —aiy)d; = (Q.xy) Vi1 (14)
i
This gives @ by (9) and finally we deduce &z = (6,® — Q)/as.

If instead of & some other quantity G is needed (such as u(x, é) for some particular point xo and some
particular direction f)o), it is necessary to compute during the tracking of the particles the linear operator
which relies G to @: once @ is known G is simply obtained by a scalar product.

Taking into account a non-zero boundary condition g simply leads to the introduction of a second
auxiliary function u;, solution of

Q. Vu1,+ow1,f0 (15)
u(x,Q) =g, xel, Q-i<0,

and the right-hand term of linear system (14) (Q, )d,/ ) is replaced by (Q + ou, Xf,/ ) (see [9] for details).

In the original SIMC method, @ was supposed to be constant by cell for each cell 7;, i.e. L =1 and

% (x) = 1icr,. In the improved SIMC method, @ is supposed to be piecewise linear for each cell and dis-

continuous:

e For one-dimensional problems, there are two basis functions on each cell

Xiy12 — X X —Xi-1/2
! [XH/LXIH/Z} 7,( )= Xitv1/2 — Xi-1/2 and /Cl( )= Xit1/2 — XH/z-
Thus, qﬁ} is the value of @ in the cell 7; for x;_;/, and qSl. the value for x;,,.

e For two-dimensional problems, we choose triangular cells and there are three basis functions on each cell
T. Basis function ! is the polynomial of degree one in x, y whose value is 1 on the vertex / and 0 on the
others and ¢! is the value of @ on this vertex.

e For three-dimensional problems, cells are tetrahedrons, there are four basis function for each cell. Basis
function y! is the polynomial of degree one in x, y,z whose value is 1 on the vertex / and 0 on the others
and ¢! is the value of @ on this vertex.
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For completeness, we briefly describe the particle method which is used for computing the matrices .o/
and 4.

For each cell i, we solve (12) at the same time for all / € {1,L}. The source term is sampled with P
particles in each cell, their direction , is uniform on ., and their birth place x,(0) uniform on 7;. The
sample may be random or deterministic. To each particle p is associated a weight w,(0) = (1/P)o,V;, where
V; is the volume of the cell i. Actually, each particle represents L particles whose weights are wll,(O) =
@,(0)7/(x,(0)). This particle is called a symbolic particle because we do not know at this stage its “true”
weight w[’,qu During the sampling, we compute by Monte-Carlo integration the scalar products bf:l.l,,

bl Z/ GtV Z /(z Xp /Ct xp(O))

Each particle p travels at unit speed with direction €, through the mesh. When a distance /, is traveled in
cell Ty, the weight is decreased by the attenuation factor e’ and the matrix estimator a’ [, is incremented:

w, — W, e""lp

a”, — a !+ o, fo ol (x,(s))e™t ds.

Notice that the sum of all contributions to the matrix term is just the loss of weight of the particle p

L Iy
Y [ ok ds = o1 - &),
=1 Y0

We can compute analytically the increment for a i Supposmg that the particle p travels from 4 to B
through 7;, we obtain

—

[P ! — ! = U
| ot Busre e ds = e e ita+ Bl + / B, 74+ Gy)e ™ ds,
0 0

1 —e % 4

= B+ )+, T,
t

where we have used the fact that Vy/ is a constant vector for each cell ;. For different kind of cells a
numerical integration would be necessary.

3. Diffusion limit of SIMC

In this section, we study the diffusion limit of SIMC, first for standard SIMC (i.e. basis functions are
piecewise constant) and then for extended SIMC (i.e. basis functions are piecewise linear). The technique,
which was first introduced in [4], consists in performing an asymptotic analysis of the numerical scheme
under the scaling (2). Let «* be the solution of the scaled numerical scheme. We will obtain the numerical
scheme satisfied by u* to first order with respect to &. If this is a correct discretization of the diffusion
equation (4) then we will say that SIMC has the diffusion limit.

Notice that all expansions that will be presented are formal expansions and that we will not give any
bounds on high order error terms.

In this section, we will restrict ourselves to zero-boundary conditions.
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We begin with the following lemma which will be used throughout this section.

Lemma 1. Let I be the part of the boundary of some cell and &' some subdomain of &». Let F and L be two
bounded non-negative functions defined on I' x &' and consider the integral

CT(e):/d dQF(y, )exp( M)

&

(1) For one-dimensional problems, if there exists some constant ¢ > 0 such that L(y, ) > ¢ for all (y, ) then
CT (&) goes exponentially to zero as & goes to zero. . .

(it) In dimension D (D = 2 or D = 3), if L(y, Q) is zero only for some y, and L(y, Q) ~ Co(Q)|y — y,| for v close
to Y, then

CT(z) = c<8>D1 +0(eP)

Tt

for some constant C

F(y()vé)

C=1TI| "/ dQ in two dimensions |.
Fn{C@)<)  Co(Q)

—)
(y, ) is the distance from point y on the boundary I' to another point y’ on I" such that y'y is collinear
with Q. CT will be called a corner term.

Proof. In one-dimensional problem, we have, for some positive constant c,

0<CT(e) < [ f(ue i du

7!

and this term is obviously exponentially decaying.
In two dimensions, we introduce a parametric coordinate y(s) on I" such that y(0) = 7,. Then

:\F\/O ds/(//F(y(s),é)exp(—M) da.

Since L(y, Q) is zero only for y, there exists some positive values L, > 0 and sy > 0 such that for s > 57 we
have L(y(s), Q) > Ly. We deduce that

=111 ["as [ PG Ben ( alco(é>|z<s)—v0|> 4 + 0
= IFI/,F(VO,§)</SO exp (—@) ds> dQ(1 + O(s0)) + O(e ™).

Integrating by parts we have

/SO exp _M dSN ¢ +O(£>
0 € 5.Co(9) s0)’
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hence

F(y,, Q) =
CT(e) ~ IS FOuw2) 4.
Ot J9'n{Cy(@)<o0} C()(.Q)

In three dimensions, we introduce a parametric coordinate y(s, ¢) on I" such that y(0,0) = y,. This leads

to
CT(e) ~ C’/ (70, 2 </ / exp( Glco(é)m> ds dt) dQ

for some constant C’ coming from the change of variable. Using polar coordinates, we obtain

O 21 P 2
/ / exp ~0Go(Q) Vst + 12 ds df ~ 2753_‘
& O-ICO(Q)

and we conclude as in the two-dimensional case. [J
3.1. Standard SIMC
In this case, we denote y!(x) = y,(x) = T,cr,. We shall prove the following proposition.

Proposition 1. At the lowest order with respect to ¢, u® is solution of the linear system

1 .1 o h
(Z »/I"i dy)ul B Z IZ, \/F:/ d/ui’ - 8<Q’ /Ci>7 (16)

where u* =%, uly, I'; is the boundary of cell T; and I f is the common edge of adjacent cells T; and T].

We deduce immediately from this result that standard SIMC does not satisfy the diffusion limit property
because (16) is not a correct discretization of the diffusion equation (4) (with zero boundary condition).

Proof. Using the scaling (2), linear system (14) becomes

Z(bfj' - a?,if)‘ﬁf =&(0, 1), (17)

b = <61Xi7Xi’) _ 51”&
Qi =0;
& &
g

a, = (?t — 80'3) @, 1)

and ! is solution of

QN + S up =%,
uf(x,f)):O, x €Ty, Q-7 <0.

We integrate this equation with respect to @ and take the scalar product with y,



300 J.-F. Clouét, G. Samba | Journal of Computational Physics 195 (2004) 293-319

oy, .
it ) = 2 7 / y/ 46(G Q). (19)
8 977

We shall now replace u; by its expression. Eq. (18) reduces to an ordinary differential equation which has to
be solved along each characteristic starting from the boundary I with direction Q. We will consider four
distinct cases:

(1) T; = Ty. For x € T;, we have

. 1i(x.Q) o, o, . .
i (v, ) = / % exp{ ~ 20, 8) ) bl — Bs) ds, (20)
0

where the point x — Ql, (x, é) is at the intersection of the boundary I'; of 7; with the half-line starting from x
with direction —Q (see Fig. 1) and /;(x, ) is the distance between x and the boundary I'; in the direction .
In order to simplify the notations we shall only write /; instead of /;(x, Q) (this simplification will be made
throughout the paper). With y;(x) = 1,cr,, we obtain

wWix,Q)=1—¢ o (21)

We notice that u{(y, é) =0forye I and Q-7 < 0 so that replacing u; by its expression (21) into (19), we
obtain

Gl [ 1 =, =2 —ﬁI'

— 1) —— [ d dQ(Q-i)(1 —e =™

2 i) = e ) 4n/ V/m>0 (Q-7)(1 —e )
= — (s 21) /dHCT

with

1 / = o
= dy/ dQ(Q - i)e =",
an Jr, Q.i>0 ( )

. Triangle i

Fig. 1.
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Using Lemma 1, we obtain

“if:@@@m ——/d/+CT( ))

Ot

- (——gaa V,-——/ dy + CT(e) + O(&?).
€ 4 Jr,
Finally,

1
by —ay =5 [ &yt eoi+ CT() + O, (22)
T

(2) i # i and cells 7; and 7; have a common edge I 5/ For x € Ty, we have
i (x, Q) = (o, @) (23)

where the point x,. is at the intersection of the boundary I'’ with the half-line starting from x with direction
—Q and I; = [;(x, Q) is the distance between that point and x (see Fig. 2). Using (20), we get

l/l?(x’ é) = (1 — ef%ll)ef%li/7 (24)

where [; = I;(x, Q) is the distance between x,» and the opposite boundary of 7; in the direction . Using (19)
and using the fact that (y;,,) =0 because i # i’ we obtain

O_t _%t It _0tg.
- — (e, 1) = / / (1 — e Fi)e ——/ / V(1 —e#)e e,
/ /

(25)
When the direction Q is entering the cell (Q i < 0), we have ui(y ,_f?) 0 except for y € I'; " and then
L =1 (y, ) = 0. When Q is leaving the cell Q-7 > 0), we have u ( Q) =0 except fory € I'y — I'; . Hence
o, ., 1 oo _a 35 o,
— (i, ) = —— dy dQ(Q~n)(l—e — Q-1 —e =)
& 4 Jr,rt @:7i>0 Qi<
1
=1/, dy + CT,(¢) + CTy(e). (26)
i

A

Fig. 2.
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With

) Ly oy,
CT(e) = — — y[ i) (1 —e 7 )e 7l
ry— 1—‘1 Q7

— a‘[

1 o
CTy(e) = +— dy/ 493 -
2( ) 4 r Qii<0 )

31

We can apply Lemma 1 to the corner terms CT; and CT,. Finally,

i, = ﬂ (% / dy + CTi(e) + CT2(8)>

1
=7 |, 47+ CTi(e) + CTa(e) + O().
I

(3)i #i and cells T; and 7y have no common vertex. It is easy to see that af, is exponentially decaying
with respect to ! so that we can neglect these contributions to the linear system

(4)i=# i and cells T; and T; have a common vertex but no common edge. Then a, itself is a corner term
and Lemma 1 applies. For example, suppose that a cell 7; is adjacent to 7; and 7y, then for x € T;, we have

i (x, Q) = e Flre t(1 —e ),

thus a;, is a corner term corresponding to particles emitted in 7;, crossing a distance /; = /; i (x, Q) T;and a
dlstance then I, = I;(x, Q) in T, (Fig. 3):
. 1 = = %y, _, _%ty. _%ty.
a, = —— dQ/ dy(Q - )e i1 —e 7)) — — dQ/ dp(@ - #)e e T(1 — e 7).
’ 4n Jgiico r Bi>0 v

Linear system (14) can finally be rewritten as

1 : 1
Z , . T gz
(4/r[d/+saaV,+C (8)>¢, 2

= 8<Q7 Xi>7

/ b+ Y CTY(E¢ + 0

', common edge with i ", common vertex with i

Fig. 3.
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where CT" (&) are corner terms. We now introduce the following formal expansion
O =" +ed +5P+ -,
¢ =@ +ep) + &P +--- Vie (I,N).

At the lowest order we obtain
1
(o)L i

We can easily prove that this linear system has a unique solution up to a constant. Consider the cor-
responding matrix .# = (m;) with m; = § f1 y and my = —1 >, [,+dy. This is a singular matrix since
mi+ >, i Mip = 0 but its kernel reduces to constant vectors: if v is a vector in the kernel then we have, for
each component v; = > i %V with 0 < a;; < 1 so each component is in the interior convex set of the others
which is not possible unless they are all equal.

We deduce that @° = 0 since the Dirichlet boundary condition is @ = 0 at the boundary. At order ¢ we
have

(5 ] ) ——Z/ g} = (0.7) g + 3 €TV 0)

(corner terms actually only appear in two-dimensional problems and CT"(0) = lim,_,(CT" (¢)/¢)). As
$) = 0, equation for @, reduces to

1 1
(Z / d“’) i / dvdy = (. 7).

As @ ~ e¢®,, we deduce that the equation satisfied by @ at the lowest order is simply

1 1
(5[ @)o-5% [ wo=cton

Second equation of the linear system with the scaling (2) writes as

Ot . Ot N
(—— 8oa)u* —— @' =—¢Q
£

&

so that u* = & + O(¢?) which ends the proof. [

For example, in one-dimensional geometry with uniform mesh, we obtain:

1

0L 8 0, = e0AY (27)

with ¢ =1 = ¢, = 0 (zero boundary condition). This is a consistent discretization of
P
ox?
with K = 4¢/Ax, instead of the correct equation

v,
3o, +0,) X2 °

= KQ,
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3.2. Linear SIMC

Proposition 2. At the lowest order with respect to ¢, u® is solution of the linear system

X 1 i
00 D & Gy 3 D (V- Ve = (0.8)), (28)
j!

7

where u* = Ui, and &; is the piecewise linear function which value is 1 on vertex y; and 0 on other vertices.

This is a correct discretization of the diffusion equation (4) (with zero boundary condition) with linear
continuous finite elements: hence extended SIMC satisfies the diffusion limit property.

Proof. We will give the proof only in the two-dimensional case because this is the only one where corner
terms matter: one and three-dimensional cases follow simply. We shall denote by (y¥),_, 3 the three vertices
of cell T;: 9! is the vertex such that z/(y!) = 1.

Using the scaling (2), linear system (14) becomes

Yo —anh el =0, 10), (29)

il

ol
bsu’ _ <Ut/C,w /Ci/>
i - e

el Oy ~el I
ai,i’ :(__863)< U; 7/1)

&

)

and u*' is solution of
Q- Vi + ayil =yl
{uf’l(x,é) =0, xel;, Q-i<0.
We integrate this equation with respect to Q and take the scalar product with et

!

Ot el N 1 =
B =+ g [ a8 ) i [ o [ ad@ o 22 0) (30)
ry S

We shall now replace u' by its expression. As before, we will consider four distinct cases:
(1) T; = Ty. We start from expression (20) which is still valid and perform an integration by parts, using
the fact that Vy/ is constant over triangle 7;

N o = o & o o
ui'(x, Q) = 7} (x) — 1l (x — Ql)e " —;(Q-Wf)(l —e i), (31)
t

where the point x — Ql, is at the intersection of the boundary I'; of T; with the half-line starting from x with
direction —Q (see Fig. 1). Replacing "' by its expression into (30) we obtain

4 ! 1 = 4 1 z 4
S =T + g [ 480w, 8 va) - | - Gl)e 6V

S 4

1 - & = oy /
o [ B G -6 v ——/ T A C R

T S O Qi)

1 S oo oty
+ dy/ﬁ dQ(@ - i)y (1) 7l (y — Ql)e ™

T Jr, (Q7)>0

1

S|

= ndy/c 4@ - 7) £ (@ V)1 — )l (). (32)

Q.i1)>0 Oy
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We have used the fact that 1 (x, @) = 0 on I; for entering directions (@ - 7#) < 0. We will now expand all
the terms in the right-hand side of (32) with respect to &. We denote by 1y, ..., I; the seven terms appearing
in the right-hand side of (32). We have

[ agd—0=rn-0
As V;d/ is a constant vector, integral /3 can be rewritten as
I ! / dQa - vyl (v'(x, Q)
=—— -V (V¥ (x
3 4TE P X; ) )

where ¢* is solution of the transport equation

Q-VU*’—F%U“’:O,
v(x, Q) = 4(x), xeli, @-7<0.

Integrating (33) on cell 7;, we obtain

(W) = = (@3- V) = == [ dp(@- i)t (y, D).

Ot Ot Jr;

Hence
= 1 ¢ o o = o o,
/ / f)(Q%)xf(va*/ dvﬁ dQ(Q - V[ )(Q-A)yi(y — Qli)e ",
47T oy B0

which gives, using Lemma 1,

& N ’
L=or | (- Vi)1i() dy +O().
Tt

i

Since e~ goes to zero as ¢ goes to zero, we can take the limit in the integral term of /4:

Ii= == [ (& Vz)-(@-Vz))dd+0()
t Js
& ! 4 2
— v Y O,
30, Vi Vi ¥+ 0F)

Integral /5 can be computed

1 505 = / 1
=g [ @[ a@@ w0 =5 [ @ o)
T Jr; (8-1)>0 T

Integral I is a corner term: we apply Lemma 1
3
& q
Io=—> "G4 () + O(),
t k=1

where C; are some constant numbers and (), _, , ; are the three vertices of cell 7;. At last, taking the limit in
the integral term of /; and using the lemma gives
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h»v4nmt/ 1,486 M@ VL) )+ 0

[ @yt V)7 () + 0.

60't I;
Putting all these expansions together, Eq. (32) becomes
g ~ / (o2 1 / & 1 N /
—{a ) =— ) - / dyri ) )+ = / (- V)i (y) dy
& 4 I [ 6 I;

1 : 1 : 4 o
tg / dy(ii - V)it (y)) 4—0i (— §fo N Vi+ Z Cexi ()t (“/f)) +0(s).  (34)
I;

t k=1
As basis functions y! are polynomial of degree one, we have the identity

<wﬁww=/mvﬁmmw:/mvmﬁmw. (35)

I; I

So Eq. (34) simply writes as

(o2 e ' 7 1 / & 3 7
— (@) = % — (1) — 5 / 0z @)+ > G ) + 0(&). (36)
’ I U k=1
We can now compute the matrix element m*"" = = by W ;’[I‘l/:
il = [ o0 )+ o) LS Gl O + 0. (37)
Ot %=

(2) i # 1 and cells T; and 7; have a common edge I’ il For x € T, we have
i (0, @) = ! (g, D™, (38)

where the point x,, is at the intersection of the boundary I'; " with the half-line starting from x with direction
—Qand [; = I, (x Q) is the distance between that point and x (see Fig. 2). Using (31), we get

uﬁnﬁze%(ﬁ@—mn—zu—71+m>“—-< vmu—e%o. (39)

Putting this expression into (30), we get, since (}/, z/) = 0:

4 1 = ! = ot !
%@l?-f’ Xl{/> _ 411: / dQ<Qe—,—ll/y1(x _ Ql V)Cl L 4o ——l, l x _ Q(Z,— + li,))e—71,7 VX,{/>
> ?/

1

,_[,_ 77—1
4n dQ(Qe ( V(1 —e ), Vi)

Lﬁm/dﬂ e gl — 317 ()

+——/°dy/'d9< A)e 2y — B+ 1)) 4 ()

4 Jr, i
1 - e o t ’

+—/w/mx e (G- V(1 — e ) (40)
4n ry ' Ot
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Here &' is the subdomain of .%, which corresponds to directions coming from T}, i.e. Q-ii<0on I; " and
Q-i>00nTly — I;. " We denote by I, . .., I the six integrals appearing in the right-hand side of (40) We
now expand these terms with respect to e.

First integral writes as

1 dQ Qv
V= [ 4B@- Vi),
where v is solutlon of system (33). Integrating this equation on cell 7;;, we get
L =——— dy dQ(Q - Q. Q
o W L CR AL

:_"__1éKO/(MdQQ Vi) (@) (7)

o 4

- v l VY — éli/ ei%l"/.
m%LM/w, 2@ n)l(y — G)

We can apply Lemma 1 to

1 L L
_1/ / dQ(Q- vy )(Q n)y;(y — Qly)e™
T Jé7>0 Jry-r!

so that

e . ,
hz—g-(wVﬂMM+OW)
o 1";.'

Second integral writes as

1 = = '
L=—— QQ- Vi) w
= B CR AL

where w® is solution of

Q-Vwﬂ—&—%wﬁzo, (41)
wi(x, Q) = gl(x — Ql)e*, xel?, Q-7i<0.

Integrating (41) on cell T;, we obtain, for direction Q in &’
I dydQ(Q-v — Ql)e
2= JtM/QMFV( 1% (0 ) y

dy dR(Q - Vb iyl (y — Q1 + 1r))e #) d
GA“L@M/F'/ ( Lo 2 (7 — € ) y.

So, using the lemma, , = 2CT(e) = O(e 2). Since e/ goes to zero as & goes to zero, we conclude im-
mediately that I3 = O(é?). The fourth term is defined as

/ /ddeEz e / / dy dQ(Q - i)yl (y — Blo)yh (7)e
Q<0 Q-ii>0 F/ F’

-2 L i) = m(Q%MJAmJ+CmMJﬁWM>+0@%
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where y?,, and y}‘i, are the common vertices of 7; and 7; and Cy, C| two constant numbers. The fifth integral
is defined as

l = = =g It !
= / / dy dQ(Q - )i (y — QL)e ™" 7 (7)
T Jaiq<o Jr!
1 =2 2, = LT )
+— / / Cdyde(@- i)yl (y — QLy + 1)) 7 (y)e =t
T Jagi>0 Jry-ri
The lemma applies to both parts and we deduce that
8 4
I == (082 G + Ci G2 G ) + O,
t
At last, we have, taking the limit in the integral

ddQ Q -V (v) + & / / dvdo(0 -7 Q‘V{ff oy
fo= 4nat/Q,,<O / Y ANVt () + g ao S0 & (Q-i)(Q- Vi) (7)

— [ (V) (7)dy + O().

60' tJr!
i

Putting all these expansions together, Eq. (40) becomes

[ 1 = ' 1 N '
@ 1 / Ayl ()xh (7) ——/_ G-V () +- | G-V ()
& 6 ;r 6 I,,:/

-z (coxfw?,,.,)x; <~/2i,> + QL ) ) + O,

The matrix element is now given by

it ==(1-22) 2t )
? Ot &
_ ! dvrl () () — & R R oW L
= Cdyr (D) () ANV + 2 | V) ()
4 1’ [N 6 p;’ 6 r

i

- (Co/ )70 %) + Crti it (v},,-/)) +0(£%). (42)

(3) i # 1 and cells T; and T; have no common vertex.

It is easy to see that af, is exponentially decaying with respect to % so that we can neglect these con-
tributions to the linear system.

(4) i # i’ and cells 7; and T; have a common vertex ! " but no common edge. Then a;y itself is a corner
term. Suppose for example that a cell 7; is adjacent to 7; and 7y, then, for x € T, we have

Lr

u! (x, @) = e e <X§ (x = QL+ 1) — £ x = Qs + [+ 1))e ™" — Uié V(1 - &h)) .

In this case a; [," is a corner term corresponding to particles emitted in 7;, crossing a distance /; = / (o, Q)
in 7; and a d1stance then /;, = Iy (x, Q) in 7, (Fig. 3). It is easy to see, using Lemma 1, that

el

P "N (ol
it~ Z N o).
(o
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Finally, neglecting the terms of order &2, the linear system for d) writes as

> (i/rdw,(v)x, (7) + eoulris 1l ) **ZCk% (D (%)) ¢

1

+Z(——/ Y j{(é/{,(ﬁ-wt!uf(y)—é/,(n V) (y)))dﬂ’

+— Z Cl 1l i) 1 () 5 = 200, 2, (43)

4 sl

where v rr stands for the sum over common edges I'" of cells 7; and 7; and >, , v stands for the sum over
common vertices between cells 7; and 7. We now 1ntroduce the following formal expansion

P =@ 40 8D+
¢ = ¢ +epl + ¢ + - Vie (1,N), VL.
At the lowest order we obtain
/ dyrl ()l ()" Z / Ayl ()b ()" = 0. (44)
i

The solutions of this linear system are given by vectors 4) corresponding to continuous functions, i.e.
vectors such that (j)OI = (f)‘” when ! = y, These vectors obviously satisfy system (44) since

/ STACTAOEDY / () )
r; — Jr
= / Ay () ()
i’ r;

because ;{f'(y) = ;d,' onl Z/ It also proves that (;Sf is in the interior convex set of d)f,, hence that all these values
are equal.
At order ¢ we have

/ dyl (! ()" Z / Ay ) (1) i
a1 L ) : .
=0 ) (a6 =D (— /P,(n Vuu() +/Ff,(n : fo)xi(v)) ¢y

[ t v
__ZCI /(z /71” yt”(/ll’/)d)” +<Q771>

Vil

This system can be split into two systems

D I A AL D DR R A VAL )
DDA Zr;ﬁ’,z’( Syt GG + e G- 2 () 9 (45)
+UL‘ Zy,‘i,, C;:/,Xz{(yi,i”>xf/,/ (Vi,i”)¢,-~ = <Qa /(i>~
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The first equation implies that @' is continuous (i.e. d)}‘l = d)}/’l when y! =7/ ). The second equation will
provide a consistent discretization of the diffusion equation. For a given vertex y; we add all the equations
coming from cells i sharing vertex y;. For i,/ such that yh = 7> we denote

=¢" and ¢ = Z 7.

h 7

‘Z’j = ‘7’

J

We obtain

" ' 1 5 ' 5 ' ’
%Ejmwwﬁ+mZj<ﬁﬂwvwmw+/wwwmw0wf

ol = I
Z/ar,—)/ 1—1 l/yr,l !

s Y LG = (0

gy

=v;

A
Tii =Vt /, =7 V=V

In these sums index j is fixed and other indices /, /’,i,i’ and i’ take all possible values. We denote, re-
spectively, by S, 5,, S; and S4 these four sums. We have for the first sum

Si=02> (& 1ol

I

The range of index /' corresponds to all vertices yf' that are connected to 7; so that finally

S| =0, Z<£]a éj’>(2)j/-

Vi

Integration over edges can be separated into three parts (Fig 4):

e The first part corresponds to indices /' such that y! =y s % Vs T ? = yj_~)/jr In this case, the triangles i
and i/ have the edge 7.7~ 7,77 in common.

e The second part corresponds to indices /’ such that 9/ =y, i y, =71 T /y 7 and there exists a vertex 7,
such that I, "= y 7. In this case, the edge 7,7, 7Y/ belongs to i but not to 7.

e The third part corresponds to indices /' such that Y= =7 yl, =7 ,F SRR 77 and there exists a vertex y»
such that F’ = y/ij In this case, the edge 7.7~ 7,77 belongs to i’ but not to i.
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We have

1 / -
=6 > <—/_}(ﬁ'VX,{')X,{(V)+/_>(ﬁ'VXf)Xf'(V)>¢j’

[ Vv Y57/
Ve =00 1 Iy

(where i and ¢ are cells with common vertices y; and 7y, including the case y, = y;)
1 - U - U -
+— Y ( - //_> (- V) () + /_> (i - V) (V)) ;

6O-t N Vi V.f/ '))j// '))jr

Yy =V 1=;

(where i and i are cells with common vertices 7 and y;)

1 = ’ = ' -
DY ( [ @) + /_>(H~fo)x,5(v)> y
t “/Il ! ))jJH ’yl ’))jm ’yl

==

(where i and 7 are cells with common vertices y,» and 7,).

I _ T I __ v
We remark that y; =0 on 7,7, and y; =0 on 7,»7;. So we finally have

1 N U
=g ¥ (- L ovados [
T — iy N

=,
iV

(- Vi) (v)) ¢,

1 - NN 1 - N
+ 6o, I/Z /—>(n,« vy 6. > /ﬁ(n,..w[,)xi(y)@,, (46)

Wy ol s

Va =0T =

where index i on 7i; reminds that »; is exterior to cell 7;. We can identify (V¢ - V&) in this sum. For ;' fixed
(J/ # Jj), we have

7 7
where 7; is the cell (y;,7,,7;) and Ty is the cell (y;,7;,7,7). We have, for y/ =y, and Y= 7

1 = 4 = / = 4
/fo VEpdr= 5 </__>(nl- Vo dv+/ (7 - V)i dy + /_)(n,- Vit dy)
T; ViV YV Vi

1 . / . 7 5 !
[ [ avide [ oovi)

'))j'})]/ "/j/ "/j// Vi

T I _ = r_ T 1 _
On y,y,s, we have y; =0, on 7,7, we have y; =y, and on y,7,, we have y; =0 so

1 . ’ . 1
/ VE -V dx = 3 (/_)(n, . fo)}(f,dy + /_)(n,« . Vyf)/f dy)
h Vivy Vit

1 - ! - I\
+§(/W(n,-~V}(i )xi,d/—l—/w(n,--VXi Yy |-
Jtj e
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Similarly,

/ V¢ -VE dx =2 (/ Vo) dy+/_>(ﬁ’,-/~fo,)xf,/dy>
Ty ’))j,’))jw

1

2

v Vo fdv+/_,

Vj’))j Vj’yj‘w

Noticing that 77y = —7; on yjyj,, we put this expression into (46) and we obtain

1 B
S = o, Z<ij V&g

(i - Vi )xf/d*/> :

The sum S; contains corner terms (we recall that these terms only appear in the two-dimensional case). To
avoid lengthy calculations, we will only give a heuristic argument why they vanish. When adding all the
contributions coming from a given vertex, due to the continuity of ¢ at vertices and the fact that y/(y ) =1
or 0, we find that

Ss= > G Gad, = Y C|é

PO l —n
Vi =V =) Y =

Using Lemma 1, we are reduced to make a sum of the form

S:Z/ UELANT,)
S Ci (Q)

When performing the sum over all cells (i, ) sharing vertex y,, the integration takes place over all sphere ¥,
and S vanishes.
Finally, we have immediately Sy = (0, ¢;) and @° satisfies

_ 1 _
O, Z<f_/; 5_/’)‘1’] + 3_0'1 jZ<V§; ' Vé/>¢j/ = <Q, f/>

j

As u* = & + O(&?), this ends the proof. [
3.3. Boundary conditions for linear SIMC

So far, we have only considered zero boundary conditions. We should now extend previous results to
arbitrary incoming fluxes. Actually it is not possible to perform a complete analysis and we have only
obtained partial results. We describe now these results without proofs:

3.3.1. One-dimensional case
e If g, =0, we obtain a correct discretization of the diffusion equation with Dirichlet boundary condition

1 1
- 3 V3
by = / (u + iuz)g(m wdu~ | == puH(p)g(0, 1) dp,
0 0
where H(y) is the Chandrasekhar function. This is the case for radiative transfer problems.
o If g, #0, we do not get the exact boundary condition: it would be necessary to lump some terms in the
Monte-Carlo matrix.
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3.3.2. Multidimensional case

In the simplest case where the incoming flux g is an isotropic function and g is continuous and piecewise
linear on the boundary, we obtain the correct Dirichlet condition. In the most general case (i.e. non iso-
tropic incoming flux), it does not seem possible to state a general result.

3.4. Choice of the basis functions

In the view of the asymptotic analysis, we have seen that the solution becomes continuous in the dif-
fusion limit. Hence, we could use linear continuous basis function instead of a discontinuous one and
obtain the same result. The benefit would be a smaller linear system and a reduced computational cost.
However, in the general case, there is no reason to assume continuity of the solution and a discontinuous
basis function is required as it is in deterministic transport methods.

4. Numerical results
4.1. & problem test case

We first confirm the theoretical results presented in previous section. We consider the following pure
scattering problem in one dimension:

ou’ 1, 1~
L ly =u+e x€(0,10), pe(—1,1),
{'u@x 3 & ( ) K ( ) (47)

w(0,u) =0 for p>0, u(10,u)=0 foru<0.

As € goes to zero, we know that #* tends to the solution U of the diffusion equation:

_1du_ |
(= "
U)=0, U(10)=0.

ie. U(x) = 15x — (3/2)x%

First, we compare the solutions for linear and constant SIMC with the exact solution of the diffusion
equation in one-dimensional geometry. The mesh is composed of 100 cells of size Ax = 1. We set ¢ = 0.01 so
that the optical depth of each cell is 10: this is large enough to apply the theoretical results.

In Fig. 5, we represent solution for constant SIMC, solution of the diffusion (48) and solution of the
wrong diffusion limit problem

_&r _ 4
dx? Ax? (49)
V(0)=0, ¥(10)=0.

As long as Ax/e is large enough, we observe that the Constant SIMC solution is much closer to ¥* than to
U: this confirms the theoretical results.

In Fig. 6, we represent the linear SIMC solution and U: The agreement between the linear SIMC and U
is correct but we observe fluctuations despite the large number of particles emitted in each cell (500,000):
this is related to the difficulty of calculating the coefficients of the matrix accurately with a random choice.
When performing the asymptotic analysis, we found that diffusion-like scheme appeared at order ¢ and that
terms of order ¢! and order ¢° cancel. In the Monte-Carlo simulation, these terms cannot cancel exactly
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40 T T T T T T T
"constant_SIMC"
"wrong diffusion fimit"  *
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et e,
D il 1 1 1 1 1 1 1 1 ,
0 1 2 3 4 5 6 7 8 9 10

Fig. 5. Solution of constant SIMC, correct limiting diffusion solution, wrong limiting diffusion equation.

40 T T T T T T

T T T
“linear_random_SIMC"

s - 1
30 > B
25 g ' E

20 g g

Fig. 6. Solution of linear SIMC and limiting diffusion solution.

and there is some remaining Monte-Carlo fluctuation which has to be of an order smaller than ¢ to obtain
the diffusion solution. These fluctuations could be reduced by using adapted sampling of the emitted
Monte-Carlo particles in each cell, for example we could sample Monte-Carlo particles for each basis
function instead of each cell and use biasing of the position. Anyway, it would not be sufficient for very
diffusive problems. Although the problem is one-dimensional, we can solve it on a two-dimensional tri-
angular mesh (x,y) € (0,10) x (0,4) with symmetric boundary conditions for y = 0 and y = #. We took
h = Ax so that the aspect ratio of each triangle is of order 1. Results are displayed in Fig. 7: as expected
from the theoretical analysis Constant SIMC results are wrong whereas Linear SIMC results are correct.
We observe however larger fluctuations than for one-dimensional geometry.
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Fig. 7. Solution of linear SIMC, constant SIMC and limiting diffusion solution for two-dimensional mesh.

4.2. Larsen test case

This problem is presented in [7]. We solve

pe+ ow = o, xe(0,11), pe (=1,1),
u(0,u) =1 for u>0, u(ll,u)=0 forpu<0,
og=2, 0,=0 0<x<1,

o, =100, o,=100, 1<x < 11.

(50)

First region 0 < x < 1 is purely absorbing with a moderate absorption coefficient whereas second region
1 <x < 11 is purely scattering with a large scattering coefficient. Hence particles coming from the left
boundary do not suffer any scattering in the first region x € (0, 1) and their distribution becomes aniso-
tropic at the interface x = 1. A boundary layer results at the interface between the two regions. There is no
analytic solution to this problem so we used, as a reference, the solution given by a DSN calculation S16 on
a very fine mesh.

Fig. 8 compares the reference solution with the solutions given by the linear SIMC method and the
constant SIMC solution on a crude mesh (10 cells of size Ax = 0.1 for 0 < x < 1 and 10 cells of size Ax = 1
for 1 < x < 11). The results show that the linear SIMC method is very accurate in presence of a not resolved
boundary layer except in the first cell in the opaque medium. The constant SIMC result is not as much
accurate. This is not surprising since we have found that the anisotropy of the incident intensity in the
opaque medium is not taken into account with this method.

With the constant SIMC method, the incident current ( fol uu(1, 1) dp) in the opaque medium determines
entirely the value of # inside the opaque medium.

4.3. Problems with non-isotropic incident flux

We solve

1+ 100u = 100z, x € (0,1), pe (-1,1),
u(0,p) =g() for u>0, wu(l,u)=0 foru<O.
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0.35 r . [ I !
| "Constant SIMC" ———
T "Linear SIMC" ——---—-
‘ “reference solution" +

03 —“ |
|
|

0.25 H |

s S
T

0 L L 1 L
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Fig. 8. Comparison between linear and constant SIMC solutions and reference solution.

The left boundary p—g(u) condition is an anisotropic incident intensity:
o In the first case, it is an almost normal intensity (see Fig. 9)

gi(u) = o(u—1).
e In the second case, it is an almost grazing incident intensity (see Fig. 10)
gi(n) = 6(u—1/100).

In the two cases, g;(u) is normalized so that fol ug:(p) dp = 0.5 is kept constant.
With these two cases, we want to verify our analysis of the boundary conditions in an opaque medium
for the linear SIMC and the constant SIMC methods:

1.2 T T T T T T T
’normal incidence constant’
‘normal incidence linear’ -------
asymptotic solution --------
1+ 4
08 B
0.6 - i
04 | g
0.2 4
0 L L L 1 1 L L L L
0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1

Fig. 9. Normal incident intensity problem, comparison between SIMC (linear and constant) and asymptotic one.
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T T ; :
’grazing incidence constant’
’grazing incidence linear -------

09 - asymptotic solution -------- i

0.8
07 -
06 -
05 [
0.4
03 -

02

0.1 |-

0 1 L L L 1 1 ! ! L

0 01 02 03 04 05 06 07 08 09 1

Fig. 10. Grazing incident intensity problem, comparison between SIMC (linear and constant) and asymptotic one.

e The linear SIMC method yields a very accurate boundary condition even if the boundary layer is unre-
solved ®(0) = [ (u+ (3/2))gi(n) dpe.
e The constant SIMC method is accurate only if the medium is meshed at the mean free path scale. If the

boundary layer is not resolved, the boundary condition is ¢(0) = fol 2ug;(p) du that is ¢(0) = 1.

We compare the SIMC results obtained on a crude mesh (10 cells between 0 and 1, optical thickness per
cell 10) with the reference results given by the asymptotic diffusion equation: it is a linear function taking
the values y=0at x=1 and y = fol (v/3/2)uH (1)g(0, 1) du at x = 0 (it gives approximately the values
y = 1.25 for the normal incidence case and y = 0.5075 for the grazing incidence case).

4.4. Error analysis

We wish now to discuss the benefits of linear SIMC versus constant SIMC in a transparent medium. In
this case, away from the diffusion limit, constant SIMC is simply less accurate than linear SIMC due to the
constant representation of the solution. We study the convergence of the method on a non-diffusive
problem when the mesh size goes to zero.

We solve

&+ o =ogu+0x), xe€(0,1), pe(=1,1),

u(0,u) =0 for u>0, wu(l,u)=0for u<O0,

or=14, o,=4, 0<x<0.5, (52)
ag=1 o=1 05<x<1

O(x) =10 forx € (0.4,0.6).

The problem is solved on a two-dimensional mesh with symmetric boundary conditions for y = 0 and
y = Ax. The mesh size Ax varies from 0.1 to 0.0125. At each time the mesh size is divided by 2, we also
multiply by 4 the number of particles tracked so that we keep the error due to Monte-Carlo fluctuations
lower than the error due to spatial discretization (number of particles is set to 107 for Ax = 0.1). The
reference solution is given by a DSN calculation on a very fine mesh. Fig. 11 compares the linear and
constant SIMC solutions on the crudest mesh with the reference solution.
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Fig. 11. Linear and constant SIMC, reference solution.

We now represent the L, error between SIMC solution and reference solution as a function of the mesh
size (Fig. 12). We observe that the error goes to zero as the mesh size diminishes and that it is smaller for
linear SIMC than for constant SIMC. We cannot directly conclude about the order of the method from this
single example. It seems however that constant SIMC is of order one with respect to the mesh size.

The extra CPU time due to the linear SIMC method versus constant SIMC method is moderate. Ac-
tually the main part of time is spent during the tracking of particles which is the same in both methods: in
constant SIMC method each particle has one single symbolic weight whereas in linear SIMC it represents 2,
3 or 4 weights (according to the dimension of the problem and number of degree of freedom in each cell).
Hence, in this kind of non-diffusive problem, there is no clear benefit in using linear SIMC instead of
constant SIMC (a little more accurate but a little more expensive): the situation is of course completely
different for a diffusive problem.

0.018 T T

T
constant SIMC error

0.016 ko

0.014

0.012

001 . g ]
0.008 P |
0.006 S ' e
0.004 - 4

0.002 | . g

) | L L !
0 0.02 0.04 0.06 0.08 0.1

Fig. 12. L, error as a function of mesh size.
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5. Conclusions

In this paper, we have analyzed and numerically demonstrated the behavior of the Symbolic Implicit
Monte-Carlo method in opaque media. We have introduced an extension of standard SIMC method where
the solution is linear in each cell instead of being constant.

We have proven that constant SIMC method does not possess the diffusion limit and that linear SIMC
method does possess the diffusion limit. The limiting diffusion scheme is realized with the linear continuous
finite element method. Analysis was performed in an arbitrary number of dimensions. The analysis of the
boundary conditions is not complete. In the one-dimensional case, the asymptotic boundary condition is a
very accurate approximation of the exact one. In higher dimensions, this result cannot be proven. However,
we have proven the boundary condition is correct when incident intensity is isotropic.

Although the linear SIMC method is accurate in an opaque medium, it requires a huge number of
Monte-Carlo particles. Otherwise large order Monte-Carlo fluctuations hide the correct solution. This is
due to difficulty of calculating the coefficients of the diffusion matrix by the Monte-Carlo method. Hence
cost could become prohibitive for a real application.

It could be possible to consider an improvement of the method which consists in computing analytically
the matrix terms in diffusive regions. This would be equivalent to an hybrid Monte-Carlo Diffusion method.
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